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ABSTRACT

Graph Theory offers tools for a wide area of fields: mathematics, physics, chemistry, biology, biochemistry, bioinformatics and computer science. Graphical representations have been used not only for comparative studies of genetic material, but also to visualize real or fictional relationships and interactions between vertices. This review aims to highlight some of the most frequently used transdisciplinary applications of graph theory and to present the steps necessary to build such graphs. The development of graphical representations enabled the comparisons of similarities and differences between long DNA sequences.
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1. INTRODUCTION

The history of Graph theory begins in 1735 with Leonhard Euler and the Seven Bridges of Königsberg puzzle, in which one must cross each bridge only once to arrive at the starting point. Euler demonstrated that the puzzle has no solution [1].

A graph (Figure 1) is an ordered pair G = (V, E) comprising of V vertices or nodes together with E edges or lines. A simple graph is undirected [2].
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Graph Theory [2] started 35 years ago as a branch of mathematics that studies geometry [3], function-spaces theory [4], geomorphology [5] and combinatorial matrix theory [6]. Graph Theory facilitated the development of Chemical Graph Theory, which enriched QSAR studies and drug modeling [7]. Although Hamori was the one who initiated graphical representations of DNA over two decades ago [8], the first graphical representation of a protein emerged only in the last decade [9].

2. CHEMICAL GRAPH MODELING BASIS

2.1. Types of Chemical Graphs

Types of Graphs are widely presented in literature in the following forms [10, 11]:

- Undirected graph - the edges of an undirected graph have no orientation;
- Directed graph - or digraph is an ordered pair $G = (V, E)$ with $V$ as a set of vertices or nodes and $E$ as a set of ordered pairs of edges or arrows;
- Mixed graph - a graph $G$ which have both directed and undirected edges;
- Multigraph - a graph containing multiple edges and/or loops;
- Quiver - or "multiDigraph" is a directed multigraph which can have more than one arrow from a given source to a given target;
- Simple graph - an undirected graph that has no loops (edges connected at both ends to the same vertex) and no more than one edge between any two different vertices;
- Weighted graph - a graph in which a number (weight) is assigned to each edge. Such weights might represent: costs, lengths or capacities, depending on the specific issue;
- Regular graph - a graph where each vertex has the same number of neighbors;
- Complete graph - connects each vertex to each edge;
- Finite and infinite graphs - a graph $G = (V, E)$ such that $V$ and $E$ are finite sets. An infinite graph is one with an infinite set of vertices or edges or both;
- Subgraph - a subgraph $G_0$ of $G$ is a graph whose vertices and edges are contained in the graph $G$;
- Möbius graph - a special kind of simple graph predicted by Heilbronner [12] in the form of a ladder or belt, with the ends connected in a half twist. An important property of the Möbius belt is that it has only one side in 3D space [13] (Figure 2). It was first synthesized in 2003 [14].
2.2. Types of Graph Matrices

Among the most popular matrices used, we mention [15]:

- **Adjacency matrix**: $A = A(G)$, with $N$ vertices, yields a $N \times N$ symmetric matrix:
  \[
  [A]_{ij} = \begin{cases} 
  1 & \text{if } i \neq j \text{ and } e_{ij} \in E(G) \\
  0 & \text{if } i = j \text{ or } e_{ij} \notin E(G)
  \end{cases}
  \quad (1)
  \]

- **Adjacency count matrix**: $DEG = DEG(G)$, is the number of edges attached to each vertex:
  \[
  [DEG]_{ij} = \begin{cases} 
  \text{deg}(v_i) & \text{if } i = j \\
  0 & \text{if } i \neq j
  \end{cases}
  \quad (2)
  \]

- **Distance matrix**: $D = D(G)$, which can be used to calculate the Wiener index ($W$) and each vertices’ contribution to the Wiener index ($W_i$):
  \[
  [D]_{ij} = \begin{cases} 
  d_{ij} & \text{if } i \neq j \\
  0 & \text{if } i = j
  \end{cases}
  \quad (3)
  \]

- **Laplacian matrix**:
  \[
  [L]_{ij} = [DEG]_{ij} - [A]_{ij}
  \quad (4)
  \]

- **X matrix**:
  \[
  [X]_{ij} = \begin{cases} 
  \left(\text{deg}(v_i)\right)^{1/2} & \text{if } e_{ij} \in E(G) \\
  0 & \text{if } e_{ij} \notin E(G)
  \end{cases}
  \quad (5)
  \]

- **Reciprocal distance matrix** [15]:
  \[
  R = R(G)
  \quad (6)
  \]

- **Detour matrix**: the longest path between 2 vertices:
  \[
  [A]_{ij} = \begin{cases} 
  \max(p_{ij}) & \text{if } i \neq j \\
  0 & \text{if } i = j
  \end{cases}
  \quad (7)
  \]

- **Wiener matrices**: $W_c$, $W_p$ and $W_A = W_p - W_c$ for acyclic graph:
  - Wiener-edge matrix: the product of fragment vertices resulted from the cutting one edge;
\[ W_{c_{ij}} = N_{j,i} \times N_{j,i} \]  \tag{8}

- Wiener-path matrix: obtained by populating the zero values of the \( W_e \) matrix with the number of edges of either side of a considered path \((V_{i,p} V_{j,p})\), including the path \((V_{i,p} V_{j,p})\);
- Wiener matrix: \( W_{\Delta} = W_p - W_e \), giving the edge-graph contribution to the Wiener index (different from the distance contribution to Wiener);

- Combinatorial matrices: \( D_p, D_{\Delta} \):
  - \( D_p \): the distance-path matrix is based on the distance matrix, but counts all possible paths formed inside of the shortest path between two vertices and allows direct calculation of the hyper-Wiener index;
  - \( D_{\Delta} = D_p - D \): gives the non-Wiener values of the hyper-Wiener index;

- Hosoya path matrix: a \( N \times N \) matrix for acyclic graphs built by cutting an edge \( ij \) of the graph and calculating the Hosoya index of the resulting subgraphs \([16]\);
- Hosoya index: also known as the \( Z \) index, is the total number of groups \((k=\text{order of the group}, \text{if} \ k=0, \ Z \text{ is always } 1)\) of non-adjacent edges; was proposed to predict the order of boiling points for alkane isomers \([17]\). The sum of this matrix represents the path-Hosoya-Wiener index. Other such matrices are Hosoya edge matrix and Hosoya vertex matrix:

\[
Z = \sum_{k=0}^{\lfloor \frac{1}{2} \rfloor} p(G;k) \tag{9}
\]

3. DISCUSSIONS

Graphs are an intrinsic part of understanding connectivity of networks and pathways, be it social, migration, information, biochemical or neurological. Here we survey some of them.

3.1. Computer Science

Applications of graphs in computer science have led to the development of algorithms for solving problems \([11, 18]\), such as:

- Shortest path algorithm in a network;
- Finding a minimum spanning tree;
- Finding graph planarity;
- Algorithms to find adjacency matrices;
- Algorithms to find the connectivity matrices;
- Algorithms to find the cycles in a graph;
- Algorithms for building search engines;
- Ordering of timed events and timed table scheduling;
- Algorithms for computer network security;
- Algorithms for fingerprint technology;
- Algorithms for decision making;
The most popular application of graph theory in computer science is the creation of the World Wide Web, which is nothing else than a large directed graph [19].

3.2. Physics

The crystal structure of compounds can be represented by graphs for the configuration of the face centered lattice [20]. Graphs can also be used for the characterization of molecular dynamics by clustering and geometrical rearrangements during crystallization [21]. Among the newest trends is NMR crystallography of zeolites in which the graph is built atom-by-atom [22]. This method is capable of characterizing crystals even with a low degree of periodicity, unlike diffraction techniques [23].

3.3. Chemistry

The most popular application of graph theory in chemistry is the Hückel molecular orbital theory [24].

Graph theory has been widely used in chemistry to make predictions on the compounds behavior of which we mention some:
- predicting diamagnetic properties of inorganic compounds for QSAR studies [25];
- predicting boiling points of alkanes [26] and their isomers [17];
- predicting branching of alkanes [27] and their thermodynamic stability [28];
- canonical naming of large clusters of isomers [29, 30];
- chemical reaction networks of simple and metabolic pathways [31];
- representation of three-dimensional molecular structures as basic graphs [32];
- predicting molecular similarity [33, 34];
- predicting topological energies and chemical stability of carbon structures [35, 36];

3.4. Biology

On the macro-scale, graph theory is key for the construction of migration routes of populations, models for human urbanization [37] and genealogical trees [38].

On the nano-scale, graph theory enhances QSAR studies and drug design by predicting drug availability interactions [39], toxicological [26] and carcinogenetic properties [40, 41].

3.5. Brain Topography

Graph theoretical modeling of brain connectivity has enhanced the knowledge of the brain’s structure and functional systems as its complex networks are characterized by small-world topology [42], modularity [43] and highly connected hubs [44].

Human brain connectivity has been studied using functional MRI [45], diffusion tensor imaging tractography [46], magneto- and electroencephalography [47].

From the construction of the neural graph, the following observations have been made [43, 48-50]:

the extent of a node (vertex) depends on the number of links to the rest of the network;
the distance between nodes (edges) that has to be traversed is called a path;
high node connectivity and short paths translates to high efficiency of parallel information transfer and fast processing;
long paths offer fast transfer of information between distant dense nodes;
dense populations of nodes follow hierarchical clustering and they are called hubs or clusters;
hubs take on different roles in information processing and they are classified in modules;

Analyses of structural networks offer valuable information about the brain architecture, nevertheless, neurophysiological dynamics are hard to elucidate for a healthy individual [51]. When a normal brain is used as a control sample and compared to those with many neurological and psychiatric disorders such as autism, ADHD [52] and schizophrenia [53], it has been studied and observed that they are caused by node dysconnectivity [54].

Great differences have been observed in the brain networks of the sick, still, a certain degree of dissimilarity can also be observed between healthy individuals. Additionally, complex brain networks are shared between individuals of different species [55].

3.6. Proteomics: The Randić Virtual Genetic Coding

The Virtual Genetic Code is a hypothetical string of nucleic acid bases (A, C, U, G) used to compile an existing protein, by assigning each amino acid (aa) an unique codon. It is possible to reconstruct this hypothetical DNA, while the actual genetic sequence that produces the protein remains unknown [56]. This permits the comparison of similarities and differences of sequences through 2D mathematical objects. These 2D graphical representations do not need to be unique or even to permit the reconstruction of the initial DNA sequence.

Such 2D graphical representations of DNA are the random-walk plot that have the advantage of visualizing certain periodic patterns, but they also hides any repeating patterns [57, 58], as seen in Figure 3.

**Figure 3:** Graphical representation of the hypothetical RNA of the first 97 amino acids of the human ND6 protein, adapted from Randić [59]; see text for details
Numerical characterizations can accompany graphical representations of DNA sequences to allow both qualitative and quantitative representations of DNA [60].

This approach is used for characterization of bending and folding of molecular chain, through the use of eigenvalues from the distance/distance (D/D) matrix, where \((i, j)\) are two Euclidean distances between atoms, respectively through space and which are measured along the chain. Such eigenvalues of increasingly bent structures can be seen in the following graphical representation, as the Euclidean distances get smaller and the theoretical distances remain the same (Figure 4) [61].

**Figure 4:** Illustration of planar rotational isomers of eight-carbon polyene chains. While being discriminated upon the eigen-values of the extremes-connecting Euclidian distances, after [62]

The D/D matrix for proteins takes the shape of a compressed constant size 20X20 matrix, which measures the sum of all distances for the selected amino acid, as seen in Table 1.

Beside the D/D matrix or the adjacency, in a similar manner, the construction of the adjacency-count \((i, j)\) matrix is possible [64]. One proceeds by building a matrix of appropriate size and counting how many times \(i\) is the neighbor of \(j\). These matrices are especially useful for the comparison of genetic material [62].

The comparisons of similarities and differences between long DNA sequences were otherwise almost impossible without the development of graphical representations. The basic methods in comparative studies of DNA use the three letter codons as its building blocks. While the correspondence between codons and amino acids is not unique, the differences in the coding of an amino acid can be assigned a squared weight value [62].

The metric comparison of DNA is achieved by assigning a number to each amino acid (Figure 5) and by aligning the 2 sequences. This approach coupled with codon weighing gives satisfactory results by itself, but it can be improved by shifting the sequence with one or more codons to gives a superior alignment of DNA from different species [62].

For simplification of numeric sequence comparison, all similarities are assigned with 0-value while all differences with 1-value; this way, one can easily conclude the degree of similarity [62]. Similar to the alignment presented earlier, the spectrum alignment of DNA is both simple and effective. By assigning to each of the four bases, the numbers 1 to 4, one obtains an array of digits that can be processed in the same way already mentioned [65, 66], thus obtaining a DNA number sequence (Figure 6).
Table 1: Alphabetical order of the distance matrix for ND6 human protein, after [63]

<table>
<thead>
<tr>
<th></th>
<th>Ala</th>
<th>Arg</th>
<th>Asn</th>
<th>Asp</th>
<th>Cys</th>
<th>Gin</th>
<th>Glu</th>
<th>His</th>
<th>Ile</th>
<th>Leu</th>
<th>Lys</th>
<th>Met</th>
<th>Phe</th>
<th>Pro</th>
<th>Ser</th>
<th>Thr</th>
<th>Tip</th>
<th>Tyr</th>
<th>Val</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A</strong></td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>R</strong></td>
<td>113</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>N</strong></td>
<td>35</td>
<td>78</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>D</strong></td>
<td>70</td>
<td>45</td>
<td>36</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>C</strong></td>
<td>113</td>
<td>227</td>
<td>149</td>
<td>184</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Q</strong></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>E</strong></td>
<td>72</td>
<td>47</td>
<td>38</td>
<td>6</td>
<td>184</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>G</strong></td>
<td>33</td>
<td>147</td>
<td>68</td>
<td>103</td>
<td>80</td>
<td>-</td>
<td>104</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>H</strong></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>I</strong></td>
<td>5</td>
<td>119</td>
<td>40</td>
<td>75</td>
<td>108</td>
<td>-</td>
<td>77</td>
<td>28</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>L</strong></td>
<td>68</td>
<td>182</td>
<td>103</td>
<td>138</td>
<td>46</td>
<td>-</td>
<td>CO</td>
<td>34</td>
<td>-</td>
<td>62</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>K</strong></td>
<td>50</td>
<td>162</td>
<td>84</td>
<td>118</td>
<td>67</td>
<td>-</td>
<td>169</td>
<td>17</td>
<td>-</td>
<td>44</td>
<td>22</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>M</strong></td>
<td>23</td>
<td>213</td>
<td>134</td>
<td>169</td>
<td>15</td>
<td>-</td>
<td>169</td>
<td>65</td>
<td>-</td>
<td>94</td>
<td>31</td>
<td>52</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>F</strong></td>
<td>44</td>
<td>172</td>
<td>93</td>
<td>128</td>
<td>55</td>
<td>-</td>
<td>128</td>
<td>24</td>
<td>-</td>
<td>53</td>
<td>9</td>
<td>13</td>
<td>41</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>P</strong></td>
<td>50</td>
<td>154</td>
<td>75</td>
<td>110</td>
<td>73</td>
<td>-</td>
<td>111</td>
<td>8</td>
<td>-</td>
<td>34</td>
<td>28</td>
<td>16</td>
<td>59</td>
<td>18</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>S</strong></td>
<td>68</td>
<td>182</td>
<td>103</td>
<td>138</td>
<td>46</td>
<td>-</td>
<td>138</td>
<td>34</td>
<td>-</td>
<td>63</td>
<td>2</td>
<td>21</td>
<td>31</td>
<td>10</td>
<td>29</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>T</strong></td>
<td>23</td>
<td>133</td>
<td>56</td>
<td>89</td>
<td>95</td>
<td>-</td>
<td>89</td>
<td>16</td>
<td>-</td>
<td>18</td>
<td>49</td>
<td>28</td>
<td>80</td>
<td>39</td>
<td>25</td>
<td>49</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>W</strong></td>
<td>80</td>
<td>40</td>
<td>47</td>
<td>12</td>
<td>193</td>
<td>-</td>
<td>8</td>
<td>112</td>
<td>-</td>
<td>85</td>
<td>147</td>
<td>126</td>
<td>178</td>
<td>137</td>
<td>120</td>
<td>147</td>
<td>97</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Y</strong></td>
<td>43</td>
<td>157</td>
<td>78</td>
<td>113</td>
<td>71</td>
<td>-</td>
<td>113</td>
<td>10</td>
<td>-</td>
<td>38</td>
<td>25</td>
<td>8</td>
<td>56</td>
<td>15</td>
<td>8</td>
<td>25</td>
<td>24</td>
<td>122</td>
<td></td>
</tr>
<tr>
<td><strong>V</strong></td>
<td>12</td>
<td>126</td>
<td>48</td>
<td>83</td>
<td>100</td>
<td>-</td>
<td>85</td>
<td>21</td>
<td>-</td>
<td>7</td>
<td>55</td>
<td>38</td>
<td>86</td>
<td>45</td>
<td>27</td>
<td>55</td>
<td>15</td>
<td>93</td>
<td>31</td>
</tr>
</tbody>
</table>

Figure 5: Spectrum representation of the *amino acids sequence* for the *human ND6* protein, adapted from Randić [59]; see text for details
Figure 6: Spectral representation of the hypothetical RNA of the first 30 amino acids for the human ND6 protein, adapted from Randić [59]; see text for details

While DNA can be written as a long array of 4 letter (or numbers), after the transcription to RNA, this numbering can be maintained with a loss of information on its secondary structure [67], or the numbering can be increased to 8 or 12. The first set of 4 belongs to the unbound bases, the second belongs to the hydrogen bound bases, while the third belongs to the bases that are hydrogen bound to the second group. This smilingly large pool of numbers for only 4 letters faithfully translates the secondary structure of RNA from START to FINISH [62]. These number sequences allow writing and reading as well as a full reconstruction of the parent genetic material.

Figure 7: Graphical representation of Jeffrey’s Magic Square for the hypothetical RNA of the first 30 amino acids for the human ND6 protein of Figure 6, adapted from Randić [59]; see text for details

Jeffrey’s Magic Square is a highly compact 2D map created by assigning the four bases A, C, G and T to each corner of a square [68]. The sequence starts in the center of the square and moves half the distance to the designated corner of the first letter, then half the distance to
the next sequenced base, leading to a collection of points that represents that unique strand of genetic material (Figure 7). This method of DNA comparison which looks similar to Michael Barnsley’s “Chaos Game” [69], is useful only for comparing small DNA sequences.

For the application of Jeffrey’s Magic Square to proteins the shape of the representation changes from a square to an Icosagon. A circle with 20 points is the optimized representation of Jeffrey’s modified square for proteins, even though it creates a more chaotic pattern [62].

Before the graphical representations of DNA and proteins, their mathematical processing offers all the necessary information for their characterization and comparison.

When graphical representations of DNA and proteins become too complex because of 3+ dimensional vectors, informational reprocessing has to take a different form. Beside the distance matrices presented earlier, assigning a vector to each of the 20 natural amino acids in the 20D distance matrix it will give the possibility of 20 equivalent directions (Table 2) to be exploited in the forms of walks in space (Table 3) and to construct the protein profile’s (Figure 8) [70]. The same method can also be applied for nucleotides.

| Table 2: Vector coordinates for the 20 natural amino acids, after [70] |
|---------------------------|-----------------------------|--------------------------|
| 1 | Ala | A | 0000000000000000000001 |
| 2 | Arg | R | 00000000000000000010 |
| 3 | Asn | N | 000000000000000000100 |
| 4 | Asp | D | 0000000000000000001000 |
| 5 | Cys | C | 00000000000000000010000 |
| 6 | Gin | Q | 000000000000000000100000 |
| 7 | Glu | E | 0000000000000000001000000 |
| 8 | Gly | G | 00000000000000000010000000 |
| 9 | His | H | 000000000000000000100000000 |
| 10 | Ile | I | 0000000000000000001000000000 |
| 11 | Leu | L | 00000000000000000010000000000 |
| 12 | Lys | K | 000000000000000000100000000000 |
| 13 | Met | M | 0000000000000000001000000000000 |
| 14 | Phe | F | 00000000000000000010000000000000 |
| 15 | Pro | P | 000000000000000000100000000000000 |
| 16 | Ser | S | 0000000000000000001000000000000000 |
| 17 | Thr | T | 000000000000000000100000000000000000 |
| 18 | Trp | W | 00000000000000000010000000000000000000 |
| 19 | Tyr | Y | 000000000000000000100000000000000000000 |
| 20 | Val | V | 100000000000000000000000000000000000000 |

These vectors form the 20D path which is populated by the amino acids in the protein sequence. The path or walk, as the author calls it [70], is a cumulating process of all steps taken along the protein.

For the sequence: MMYALFLLSVGLVMGFVGFSLS we calculate the end path: 31002033040030000001, but to obtain a clear array, all the points along its path have to be plotted. From the arrays’ path other eigenvalues can be extracted, such as: the frequency (f_x), the increment number (i=f_x+ f_{x-1}), the sum (s) of “I” and the distance (s^{1/2}) of each amino acid (Table 3).
Table 3: The path in 20D space of the first 20 amino acids for the human ND6 protein, adapted from Randić [59]

<table>
<thead>
<tr>
<th>n</th>
<th>AA</th>
<th>Coordinates</th>
<th>f</th>
<th>i</th>
<th>s</th>
<th>distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>M</td>
<td>0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>M</td>
<td>0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>Y</td>
<td>0 1 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>2.236068</td>
</tr>
<tr>
<td>4</td>
<td>A</td>
<td>0 1 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>2.44949</td>
</tr>
<tr>
<td>5</td>
<td>L</td>
<td>0 1 0 0 0 0 0 2 0 1 0 0 0 0 0 0 0 0 0 0 0</td>
<td>1</td>
<td>1</td>
<td>7</td>
<td>2.645751</td>
</tr>
<tr>
<td>6</td>
<td>F</td>
<td>0 1 0 0 0 0 1 2 0 1 0 0 0 0 0 0 0 0 0 0 0</td>
<td>1</td>
<td>1</td>
<td>8</td>
<td>2.828427</td>
</tr>
<tr>
<td>7</td>
<td>L</td>
<td>0 1 0 0 0 0 1 2 0 2 0 0 0 0 0 0 0 0 0 0 0</td>
<td>2</td>
<td>3</td>
<td>11</td>
<td>3.316625</td>
</tr>
<tr>
<td>8</td>
<td>L</td>
<td>0 1 0 0 0 0 1 2 0 3 0 0 0 0 0 0 0 0 0 0 0</td>
<td>3</td>
<td>5</td>
<td>16</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>S</td>
<td>0 1 0 0 1 0 1 2 0 3 0 0 0 0 0 0 0 0 0 0 0</td>
<td>1</td>
<td>1</td>
<td>17</td>
<td>4.123106</td>
</tr>
<tr>
<td>10</td>
<td>V</td>
<td>1 1 0 0 1 0 1 2 0 3 0 0 0 0 0 0 0 0 0 0 0</td>
<td>1</td>
<td>1</td>
<td>18</td>
<td>4.242641</td>
</tr>
<tr>
<td>11</td>
<td>G</td>
<td>1 1 0 0 1 0 1 2 0 3 0 0 1 0 0 0 0 0 0 0 0</td>
<td>1</td>
<td>1</td>
<td>19</td>
<td>4.358899</td>
</tr>
<tr>
<td>12</td>
<td>L</td>
<td>1 1 0 0 1 0 1 2 0 4 0 0 1 0 0 0 0 0 0 0 0</td>
<td>4</td>
<td>7</td>
<td>26</td>
<td>5.09902</td>
</tr>
<tr>
<td>13</td>
<td>V</td>
<td>2 1 0 0 1 0 1 2 0 4 0 0 1 0 0 0 0 0 0 0 0</td>
<td>2</td>
<td>3</td>
<td>29</td>
<td>5.385165</td>
</tr>
<tr>
<td>14</td>
<td>M</td>
<td>2 1 0 0 1 0 1 3 0 4 0 0 1 0 0 0 0 0 0 0 0</td>
<td>3</td>
<td>5</td>
<td>34</td>
<td>5.830952</td>
</tr>
<tr>
<td>15</td>
<td>G</td>
<td>2 1 0 0 1 0 1 3 0 4 0 0 2 0 0 0 0 0 0 0 0</td>
<td>2</td>
<td>3</td>
<td>37</td>
<td>6.082763</td>
</tr>
<tr>
<td>16</td>
<td>F</td>
<td>2 1 0 0 1 0 2 3 0 4 0 0 2 0 0 0 0 0 0 0 0</td>
<td>2</td>
<td>3</td>
<td>40</td>
<td>6.324555</td>
</tr>
<tr>
<td>17</td>
<td>V</td>
<td>3 1 0 0 1 0 2 3 0 4 0 0 2 0 0 0 0 0 0 0 0</td>
<td>3</td>
<td>5</td>
<td>45</td>
<td>6.708204</td>
</tr>
<tr>
<td>18</td>
<td>G</td>
<td>3 1 0 0 1 0 2 3 0 4 0 0 3 0 0 0 0 0 0 0 0</td>
<td>3</td>
<td>5</td>
<td>50</td>
<td>7.071068</td>
</tr>
<tr>
<td>19</td>
<td>F</td>
<td>3 1 0 0 1 0 3 3 0 4 0 0 3 0 0 0 0 0 0 0 0</td>
<td>3</td>
<td>5</td>
<td>55</td>
<td>7.416198</td>
</tr>
<tr>
<td>20</td>
<td>S</td>
<td>3 1 0 0 2 0 3 3 0 4 0 0 3 0 0 0 0 0 0 0 0</td>
<td>2</td>
<td>3</td>
<td>58</td>
<td>7.615773</td>
</tr>
</tbody>
</table>

From these acquired eigenvalues, the increment number “i” can be used for obtaining the proteins profile [70] (Figure 8) according to Eq. (10).

$$\sum_{n=1}^{i} \frac{i^n}{n!}$$

(10)

The protein profile offers visual comparison yet comes with loss of information. By assigning integer coordinates to the four nucleotides, we obtain a path which is the lattice representation of the sequence (Figure 9) [71].

The sequence can be represented as a 2D or 3D figure by using 2 (A:+1, -2; T:+2, -1; G:+2, +1; C:+1, +2) or 3 coordinates, however the 2D lattice representation is suited for rapid and easy comparison of genetic material [72]. The transition from nucleotides to amino acids is easily done by increasing the range of x, y coordinates, and ordered by their natural abundance [63] (Figure 10 and Figure 11). The lattice is a highly reduced and simple representation compared to the D/D matrix, but contains sufficient visible information for a fast preliminary comparison of genetic material; this is also achieved without loss of information. For a faster preliminary analysis, one can reduce the lattice only by counting by a set number of steps and skipping the rest, thus obtaining reduced zigzag curves [62].
Figure 8: Protein profile the first 20 amino acids for the human ND6 protein, adapted from Randić [59]; see text for details

Figure 9: Lattice representation of the hypothetical RNA of the first 30 amino acids for the human ND6 protein, adapted from Randić [59]; see text for details

A different type of lattice representation involves constructing a 20X20 distance matrix from the average coordinates of each amino acid. Although this approach offers us a more
facile visual effect, it comes with the cost of information loss and requires supplementary processing [63].

**Figure 10:** Anticlockwise arrangement of the 20 amino acids in decreasing order of their abundance within proteins, adapted from Randić [63]; see text for details

![Anticlockwise arrangement of amino acids](image1)

**Figure 11:** Lattice representation for the human ND6 protein, adapted from Randić [59]; see text for details

![Lattice representation for ND6](image2)

Finally, worth mentioning the proteomic maps offering the necessary information on pathological processes and drug pathways; they can be obtained by separating proteins depending on their isoelectric charge and molecular mass, using electrophoresis and gel chromatography of cellular proteins as constant x, y maps. The maps of the same organ cell differ only in the abundance of the proteins [73].

Proteomic maps are processed as bubble diagrams or as tables, for later reprocessing as:
• zigzag curves, by connecting proteins in order of their abundance [73];
• graph ordering, by constructing a mass to charge Cartesian system, in which all connections have a positive slope and there are no intermediate connections [74];
• graph clustering and assigning a third coordinate $z$ as the size of the spot [75];
• nearest-neighbor adjacency graph in which each selected protein connects to its nearest $n$ neighbors [76];
• Voronoi adjacency graph, which represents the area of points nearest to the protein [77].

4. CONCLUSION

The importance of topological modeling of proteins is distinguished, as it presents simplified visual characteristics for the rapid and efficient modeling and comparison of protein structures. Even though graphical representations of proteins do not faithfully reproduce reality, they are a valuable tool for quick comparison of similarities and differences of genetic material.

As one would expect, in order to correctly identify the similarities of two biological sequences, a single representation or alignment is not enough and that is why it is necessary to compare and supplement one graphical representation or numerical characterization with another.

Current literature offers many possibilities for the graphical representation of genetic material, but it has not succeeded to provide an answer for the construction of DNA so far. That is why the aim of the authors is to pursue this query in future research.
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